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1. **项目概述**

**项目名称** ：基于AlphaZero 算法的五子棋自我对弈强化学习系统

**项目目标** ：实现融合AlphaZero算法与蒙特卡洛树搜索（MCTS）的五子棋 AI 系统，通过纯自玩训练构建策略-价值网络，使 AI 具备自主学习能力并达到专业水平，同时开发人机交互界面支持实战验证。

1. **本周工作内容**

**理论学习情况**

* 深入研究了MCTS的扩展和回传阶段的数学原理，重点分析了节点价值更新公式（如UCB1算法）对探索与利用的平衡作用。
* 学习了策略-价值网络训练中的数据增强技术（如棋盘旋转、镜像），以提升样本多样性。
* 探讨了自玩训练中经验回放（Experience Replay）的优化方法，包括优先级采样和批量更新策略。

**项目进展**

**MCTS完善与优化：**

* 完成了MCTS的扩展和回传阶段代码实现，确保节点回溯时价值累计逻辑正确。
* 调整了探索参数（如Cpuct），在测试棋局中验证了搜索效率的提升。
* 完成了所有内容的实现，完成了代码的全部实现。

**策略-价值网络训练：**

* 将CNN模型与MCTS结合，生成了首批自玩对弈数据（约1000局）。
* 实现了损失函数的组合（策略损失+价值损失），并完成初步训练
* 完成了五子棋以及四子棋的训练，得到了相应的模型。但是发现模型的进攻能力较强，防守能力较弱。同时模型出现了过拟合的现象。调整了训练的参数、自学习率、模型保存以及模型训练保存的条件，调整temp值，调整模型的探索深度。

**自玩训练循环：**

* 搭建了框架，支持批量数据采样和周期性模型更新。
* 修复了数据存储时的张量维度不一致问题。

**DQN算法应用**

* 同时探讨了利用DQN以及蒙特卡洛搜索来进行模型的训练，利用两个算法的自我博弈来进行巡练。
* 构建了基于DQN的模型，通过训练发现DQN模型的训练得到的模型存在过度拟合现象，在训练到10000局的情况下出现了模型出现错误的情况。

**（4）下周计划**

解决模型核心问题（过拟合与防守弱）

* 扩充数据多样性：增加随机翻转 + 噪声添加（如随机遮挡 1 个非关键落子点）的数据增强方式，将自玩数据量提升至1000局，增强模型泛化能力。
* 完成项目任务书以及相关的文档编写
* 对调整后的模型进行多局测试，对比分析参数调整前后模型在进攻、防守及泛化能力上的变化，总结优化经验。
* 整理项目进展数据，形成报告，为项目后续推进提供参考。